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Abstract— Multi-modal neuroimages, such as magnetic
resonance imaging (MRI) and positron emission tomogra-
phy (PET), can provide complementary structural and func-
tional information of the brain, thus facilitating automated
brain disease identification. Incomplete data problem is un-
avoidable in multi-modal neuroimage studies due to patient
dropouts and/or poor data quality. Conventional methods
usually discard data-missing subjects, thus significantly
reducing the number of training samples. Even though
several deep learning methods have been proposed, they
usually rely on pre-defined regions-of-interest in neuroim-
ages, requiring disease-specific expert knowledge. To this
end, we propose a spatially-constrained Fisher representa-
tion framework for brain disease diagnosis with incomplete
multi-modal neuroimages. We first impute missing PET
images based on their corresponding MRI scans using a
hybrid generative adversarial network. With the complete
(after imputation) MRI and PET data, we then develop a
spatially-constrained Fisher representation network to ex-
tract statistical descriptors of neuroimages for disease di-
agnosis, assuming that these descriptors follow a Gaussian
mixture model with a strong spatial constraint (i.e., im-
ages from different subjects have similar anatomical struc-
tures). Experimental results on three databases suggest
that our method can synthesize reasonable neuroimages
and achieve promising results in brain disease identifica-
tion, compared with several state-of-the-art methods.

Index Terms— Multi-Modal Neuroimage, Incomplete
Data, Generative Adversarial Network, Fisher Vector, Brain
Disease Diagnosis, MRI, PET.

Copyright (c) 2019 IEEE. Personal use of this material is permit-
ted. However, permission to use this material for any other purposes
must be obtained from the IEEE by sending a request to pubs-
permissions@ieee.org. Manuscript received on 29-Aug-2019, revised
on 08-Feb-2020 and accepted on 17-Mar-2020. *Corresponding au-
thors.

Y. Pan and Y. Xia were partially supported by the National Natural
Science Foundation of China under Grant 61771397, the Science and
Technology Innovation Committee of Shenzhen Municipality, China, un-
der Grants JCYJ20180306171334997, and the Innovation Foundation
for Doctor Dissertation of Northwestern Polytechnical University under
Grant CX201835. M. Liu, C. Lian, and D. Shen were partially supported
by NIH grants (Nos. EB008374, AG041721).

Y. Pan and Y. Xia are with the National Engineering Lab-
oratory for Integrated Aero-Space-Ground-Ocean Big Data Appli-
cation Technology, School of Computer Science and Engineering,
Northwestern Polytechnical University, Xi’an 710072, China. (E-mail:
{yspan@mail.,yxia@}nwpu.edu.cn) M. Liu, C. Lian, and D. Shen are
with the Department of Radiology and BRIC, University of North Car-
olina, Chapel Hill, NC 27599, USA. D. Shen is also with the Department
of Brain and Cognitive Engineering, Korea University, Seoul 02841,
South Korea. (E-mails: {mxliu, chunfeng lian, dgshen}@med.unc.edu.)

I. INTRODUCTION

STRUCTURAL magnetic resonance imaging (MRI) and
fluorodeoxyglucose positron emission tomography (PET)

have been widely used for computer-aided diagnosis of
Alzheimer’s disease (AD) and mild cognitive impairment
(MCI) [1]–[4]. While recent studies have shown that MRI
and PET could provide complementary information for brain
disease diagnosis [5]–[7], existing approaches have to face two
challenges in practice, i.e., (1) how to deal with the incomplete
multi-modal data, and (2) how to effectively represent multi-
modal neuroimages for diagnosis purposes.

The issue of incomplete data is a common challenge in
multi-modal studies [8]–[11]. In clinical practice, subjects
undergoing MRI may reject PET scans, possibly due to the
high cost of PET scans or the patient’s concerns about radioac-
tive exposure. For example, in the large-scale Alzheimer’s
Disease Neuroimaging Initiative (ADNI-1) database [12], only
approximately half of subjects have baseline PET scans due
to scanning costs, even though all subjects have baseline
MRI data. Previous studies usually tackle this problem by
simply discarding subjects without PET scans [5], [13], [14].
However, such a simple approach will significantly reduce
the number of training subjects for learning a reliable model,
thus inevitably degrading diagnostic performance. Another
commonly-used strategy is to impute the missing data/features
of a subject using the mean or median feature values of other
subjects (with complete data) or even using random values [8],
[15], which brings additional noise and is only feasible for
handcrafted features. To utilize all available subjects, an in-
tuitive strategy is to impute directly the missing PET scans
[16], [17].

As another challenge in multi-modal studies, it is usually
difficult to effectively define feature representations for neu-
roimages. The main reason is that there may be millions
of voxels in each 3D volume, and many voxels may not
be affected by a specific disease. Therefore, the represen-
tations defined on the entire brain image may not have
sufficient discriminative power for disease diagnosis due to
the inclusion of those non-informative voxels/regions. Also,
we usually have very limited (e.g., tens or hundreds) train-
ing subjects, which severely limits the generalization ca-
pacity of learned models, especially for deep-learning-based
model construction [18]–[21]. To effectively employ multi-
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Fig. 1. Illustration of our two-stage deep learning framework for brain
disease diagnosis using incomplete MRI and PET scans, including two
sequential stages: (1) missing PET imputation using our proposed hy-
brid generative adversarial network (HGAN) based on pairwise MRI and
PET scans, and (2) disease diagnosis using our spatially-constrained
Fisher representation (SCFR) model based on the complete (after
imputation) data.

modal neuroimages, a generally-used strategy is to include
disease-related prior knowledge to guide the extraction of
feature representations from neuroimages. For example, bi-
ological/anatomical prior knowledge on dementia-associated
brain changes/abnormalities has been used widely to iden-
tify local image patches for representing each image and
automated brain disease diagnosis. The widely-used method
is to calculate the gray matter (GM) volumes as feature
representation, by warping a standard atlas with pre-defined
regions-of-interest (ROIs) to MRI/PET scans. Such kind of
handcrafted features are dependent on the atlas and may
not well coordinate with the subsequent diagnosis model.
Deep learning methods have been recently proposed to learn
task-oriented features of neuroimages based on anatomical
landmarks [22]–[25]. These methods generally first define AD-
related anatomical landmarks and then automatically extract
features based on image patches (located by landmarks) via
deep networks, avoiding using non-informative voxels and
regions in the brain. Since these methods highly rely on expert
knowledge on specific brain diseases, their generalization
performance may be limited in practical applications.

In this paper, we develop a two-stage deep learning frame-
work (see Fig. 1) to deal with the above-mentioned challenges
in computer-aided brain disease diagnosis with incomplete
multi-modal (i.e., MRI and PET) data. As shown in Fig. 1,
in the first stage, we propose a hybrid generative adversarial
network (HGAN) to synthesize the missing PET images based
on their corresponding MRI scans. Notably, we create a hybrid
loss function in HGAN, containing a unique voxel-wise-
consistent loss, a cycle-consistent loss, and an adversarial loss.
In the second stage, we develop a spatially-constrained Fisher
representation (SCFR) model to make use of multi-modal
neuroimages for automated AD diagnosis and MCI conversion
prediction. The proposed SCFR model is a deep network to
efficiently extract statistical descriptors from neuroimages, as-
suming that these descriptors follow a Gaussian mixture model
(GMM) with a strong spatial constraint (i.e., brain images from
different subjects have similar anatomical structure). The pro-

posed method is evaluated on 2, 317 subjects from three public
databases for automated brain disease diagnosis. Experimental
results demonstrate that our method can synthesize reasonable
PET and MRI scans, and outperforms several state-of-the-art
methods in AD diagnosis and MCI conversion prediction.

II. RELATED WORK

A. Incomplete Multi-modal Neuroimage Analysis

By providing complementary structural and functional in-
formation of the brain, multi-modal neuroimages (e.g., MRI
and PET) have been widely used for computer-aided diagnosis
of brain diseases, leading to improved diagnostic performance.
Kohannim et al. [26] verified that directly concatenating multi-
modal (MRI, PET, and cerebrospinal fluid) features results in
better performance than using solely single-modal features.
Suk et al. [27] propose to learn a shared feature representation
for small patches in MRI and PET scans via a deep Boltzmann
machine, where the studied 398 subjects have complete MRI
and PET scans. However, these methods cannot utilize subjects
with incomplete multi-modal data, while, in reality, subjects
may lack specific modalities due to patient dropouts and/or
poor data quality in clinical practice.

To handle the incomplete data issue, conventional methods
typically discard subjects with missing data [14], [26]–[28],
which will significantly reduce the number of training subjects
for learning a reliable model, thus degrading the diagnostic
performance. Although several data imputing methods have
been proposed [8], [15], [17], [29], most of them focus on
imputing missing handcrafted features, which may not well
coordinate with the subsequent diagnosis model. Another
commonly-used strategy is to impute the missing features of a
subject using the mean or median feature values of other sub-
jects (with complete data) or even using random values [30].
However, such a strategy may introduce additional noise and is
only applicable to certain scenarios with handcrafted features.

To utilize all available subjects, an intuitive strategy is to
directly impute the missing images [16], [17], [30], [31].
Considering that MRI and PET data (scanned from the same
subject) have underlying relevance, it could be a promising
direction to employ generative methods [32]–[34] to construct
a mapping between MRI and PET for synthesizing missing
scans. For instance, Li et al. [35] proposed a shallow network
with two hidden layers to estimate missing PET images based
on their corresponding MRI scans. However, this method only
learns a unidirectional mapping from MRI to PET, thus cannot
fully model the complex relationship between MRI and PET.
Also, this method cannot guarantee that the synthesized PET
scans follow the true data distribution of PET data. In our
previous work [31], we developed a 3D cycle-consistent gen-
erative adversarial network to synthesize missing PET based
on their corresponding MRI scans. Especially, this method
learns a bidirectional mapping between MRI and PET by
using a cycle-consistent loss, and constrains that synthesized
PET scans should follow the true data distribution due to the
utilization of an adversarial loss. However, this work does not
consider the spatial consistency between a pair of PET and
MRI scans acquired from the same subject.
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Fig. 2. Illustration of multi-modal neuroimage based diagnosis problem scenarios with complete and incomplete MRI and PET scans, respectively.
(a) A general diagnosis model F trained on the complete MRI and PET scans; (b) A diagnosis model F with missing PET; and (c) A diagnosis
model F trained on the complete (after imputation for missing PET scans via an image synthesis model G) multi-modal data. We denote Xi

M and
Xi

P as the MRI and PET scans for the i-th subject, respectively. Also, X̂i
P denotes the synthesized PET scan via G, and ŷi is the predicted label

for the i-th subject.

B. Neuroimage Representation for Disease Diagnosis

While multi-modal neuroimages (e.g., MRI and PET) have
shown to be useful in enhancing the diagnostic performance, it
is usually difficult to effectively define neuroimage represen-
tations in 3D volumes, where each volume contains millions
of voxels and many voxels may not be affected by diseases.
Also, we usually have limited (e.g., tens or hundreds) training
subjects, which severely limits the generalization capacity of
learned models (especially for deep learning methods) [18]–
[21]. Previous approaches usually rely on handcrafted features
for representing neuroimaging data, which could be catego-
rized into three types: (1) voxel-based methods, (2) ROI-
based methods, and (3) patch-based methods. The voxel-based
methods use voxel-wise features (e.g., image intensity) for
classification [36], [37], however, their performance is usually
limited by the high-dimensionality of features and the limited
number of training subjects. The ROI-based methods [38], [39]
extract features from structurally or functionally pre-defined
brain regions in neuroimages, covering the whole brain with
relatively low feature dimension. However, the ROI features
are coarse to sensitively represent small or subtle changes
caused by brain diseases. The patch-based methods [40], [41]
dissect brain areas into small 3D patches and combine the
features extracted from patches for classification. Since patch-
based methods assume that the abnormal regions affected by
neurodegenerative diseases can be part of ROIs or span over
multiple ROIs, it is usually superior to ROI-based methods
in capturing disease-related pathology [27], [40], [41]. Since
these voxel-based, ROI-based and patch-based features are
handcrafted and independent of model construction, these
methods typically result in suboptimal learning performance.
Deep learning methods have been recently proposed to learn
task-oriented features of neuroimages for brain disease diag-
nosis, by integrating feature extraction and model construction
into a unified framework. For example, Zhou et al. [42]
first extracted ROI-based features from MRI and PET scans,
and then fed these features into a fully-connected network
to jointly learn high-level neuroimaging representation and
a classification model, achieving superior performance than
conventional methods with handcrafted features. However,
previous deep learning methods usually suffer from limited
data problem because we typically have only tens or hundreds
of training objects in neuroimaging analysis.

To address this issue, previous studies proposed to use prior

knowledge to assist feature extraction. Laakso et al. [43] and
Barnes et al. [44] found that brain regions with strong associa-
tion to AD include amygdala, hippocampus, and frontal lobes,
and extracting neuroimaging features from these regions can
improve diagnostic performance. Zhang et al. [22], [24] first
defined AD-related anatomical landmarks, and then extracted
handcrafted features from image patches centered at those
landmarks for disease diagnosis. Liu et al. [25] proposed an
anatomical landmark based deep learning model, by learning
local patch-level features via multiple sub-networks (with
each one corresponding to a particular landmark) and further
extracting global image-level representations of MRIs for AD
diagnosis and MCI conversion prediction. Due to the unified
learning of features and classifiers, this method significantly
improves the diagnostic performance than the conventional
methods using handcrafted features. Since the hippocampus
is reported to be one of AD-associated regions [45], [46],
Cui and Liu [47] employed a densely connected convolutional
network [48] to combine the global and local features of the
hippocampus for AD diagnosis. Ortiz et al. [49] partitioned
the brain into multiple regions and applied an ensemble of
multiple deep belief networks for AD diagnosis, with each
network being trained on a specific region. By using prior
anatomical knowledge to reduce redundant or noisy informa-
tion in neuroimages, these methods help the models focus
on discriminative regions for diagnosis. However, they often
highly rely on expert knowledge on disease-associated brain
regions, which may limit their generalization performance.

III. METHODOLOGY

A. Problem Formulation
Suppose we have a multi-modal database {Xi

M ,X
i
P }Ni=1

with N subjects, where the i-th subject has complete MRI
(i.e., Xi

M ) and PET (i.e., Xi
P ) data. As shown in Fig. 2 (a),

a general disease diagnosis model F using complete multi-
modal data can be formulated as

ŷi = F
(
Xi
M ,X

i
P

)
, (1)

where ŷi is the predicted label (e.g., AD) for the i-th subject.
For problems with incomplete multi-modal data (e.g., the PET
scan is missing for the i-th subject) in Fig. 2 (b), the diagnosis
model becomes

ŷi = F (Xi
M ,−), (2)

which cannot be executed due to the missing PET scan.
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Fig. 3. Illustration of the proposed hybrid generative adversarial network (HGAN) for PET image synthesis based on its corresponding MRI scan.
Two generators (i.e., G1 and G2) are used to generate passable images (to lie without being caught by the discriminator), and two adversarial
discriminators (i.e.,D1 andD2) are utilized to identify images coming from the generator as fake. A bidirectional mapping between MRI and PET is
learned, including the mapping from MRI to PET (with G1 and D2) and that from PET to MRI (with G2 and D1). A hybrid loss function is created,
including a unique voxel-wise-consistent loss Lv , a cycle-consistent loss Lc, and an adversarial loss Lg . Six residual network blocks (RNBs) are
included in each generator, and five convolutional layers are involved in each discriminator. A stride of 2 is used for downsampling in convolutional
layers except the RNBs in this model.

An intuitive solution to address this issue is to directly
impute the missing PET image based on its corresponding
MRI (see Fig. 2 (c)), because these two modalities have
underlying relevance (i.e., scanned from the same subject).
Given G as the mapping function from MRI to PET, we denote
the virtual/synthetic PET image as X̂i

P = G(Xi
M ). Thus, the

diagnosis model with complete (after PET synthesis) multi-
modal data can be executed as

ŷi ≈ F (Xi
M , X̂

i
P ) = F

(
Xi
M , G

(
Xi
M

))
. (3)

From Fig. 2 and Eqs. 1-3, one can see that there are
two sequential tasks in this computer-aided disease diagnosis
framework based on the incomplete multi-modal neuroimages,
including (1) learning a reliable mapping function G for
missing image imputation, and (2) constructing an effective
classification model F to extract task-oriented neuroimaging
features for automated disease diagnosis. In the following,
we present our proposed HGAN model for missing image
imputation and also our SCFR model for disease classification.

B. Hybrid Generative Adversarial Network

1) Network Architecture: Denote XM and XP as the MRI
domain and PET domain, respectively. Based on the underly-
ing relevance between MRI and PET, we consider imputing
missing PET images for subjects with MRI scans, by learning
a mapping function G : XM → XP . Also, we require G to
be a one-to-one mapping, i.e., there should exist a reversed
function G−1 : XP → XM to keep the mapping consistent. As
we do in our previous work [31], we employ a cycle-consistent
loss to learn the bidirectional mapping between MRI and PET,
aiming to guarantee the interactive relationship between two
modalities. However, this work [31] does not consider the
spatial consistency between a pair of PET and MRI scans
acquired from the same subject, while such spatial consistency
can be used as prior knowledge to improve the to-be-learned
image synthesis model.

To deal with this limitation, we develop a hybrid generative
adversarial network (HGAN), by introducing a unique voxel-
wise-consistent loss to explicitly capture the spatial consis-
tency between paired MRI and PET scans from the same
subject. The architecture of our HGAN model is illustrated
in Fig. 3, containing two generators, i.e., G1 : XM → XP and
G2 : XP → XM with G2 = G−1

1 , and two adversarial dis-
criminators, i.e., D1 and D2. Specifically, each generator (e.g.,
G1) consists of three sequential parts, including the encoding,
transferring, and decoding ones. The encoding part consists of
three convolutional (Conv) layers (with 8, 16, and 32 channels,
respectively) to extract the knowledge of images in the original
domain (e.g., XM ). The transferring part contains 6 residual
network blocks (RNBs) [20] to transfer the knowledge from
the original domain (e.g., XM ) to the target domain (e.g., XP ).
And the decoding part contains 2 deconvolutional (Deconv)
layers (with 32 and 16 channels, respectively) and 1 Conv
layer (with 1 channel) for constructing the images in the
target domain (e.g., XP ). Besides, each discriminator (e.g.,
D2) contains 5 Conv layers with 16, 32, 64, 128, and 1
channel(s), respectively. The discriminator inputs a pair of
real (e.g., Xi

P ) and synthetic (e.g., G1(X
i
M )) images, and

outputs a binary indicator to tell us whether the real and its
corresponding synthetic images are distinguishable (output: 0)
or not (output: 1).

2) Hybrid Loss Function: Our proposed HGAN model has
three complementary losses with respect to G1, G2, D1,
and D2, including (1) the adversarial loss Lg , (2) the cycle-
consistent loss [31], [33] Lc, and (3) our proposed voxel-wise-
consistent loss Lv . Denote ||·|| as the l1-norm, and these three
losses are defined as follows:

Lg (XM ,XP ;G1, G2, D1, D2)

= log (D2 (XP )) + log(1−D2(G1(XM )))

+ log (D1 (XM )) + log(1−D1(G2(XP ))),

(4)

Lc(XM ,XP ;G1, G2)

=‖G2(G1(XM ))−XM‖1 + ‖G1(G2(XP ))−XP ‖1,
(5)
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Fig. 4. Illustration of our proposed spatially-constrained Fisher representation (SCFR) network for brain disease classification with complete paired
MRI and PET data. There are three major components in SCFR, including (1) a backbone subnetwork to capture the local textural information of
input images, (2) a spatially-constrained Fisher layer with several location-specific Fisher units to model the globally spatial structure information of
input images, and (3) a fully-connected layer for classification. Note that the Fisher layer contains several location-specific Fisher units (see top-right
panel), with each unit being used to learn the statistical information of the input feature map (generated by the backbone subnetwork) at a specific
location. Here, µ and σ are the to-be-learned network parameters in each Fisher unit.

Lv(XM ,XP ;G1, G2)

=‖G1(XM )−XP ‖1 + ‖G2(XP )−XM‖1,
(6)

where the adversarial loss Lg ensures the generated images
to be, in principle, indistinguishable from real images. The
cycle-consistent loss Lc guarantees the interactive relationship
between MRI and PET scans, while our proposed voxel-
wise-consistent loss Lv is employed to encourage the spatial
consistency between a pair of MRI and PET scans from
the same subject. Finally, the hybrid loss function L of our
proposed HGAN model is defined as

L(G1, G2, D1, D2)

= − Lg(XM ,XP ;G1, G2, D1, D2)

+ Lc(XM ,XP ;G1, G2) + Lv(XM ,XP ;G1, G2).

(7)

To speed up the network training, we propose to optimize
the proposed HGAN model in an iterative manner. That is,
given a batch, we first train two adversarial discriminators (i.e.,
D1 and D2) by minimizing Lg with the fixed generators (i.e.,
G1 and G2), and then train two generators (i.e., G1 and G2)
by minimizing L with the fixed discriminators (i.e., D1 and
D2). Such two steps are performed iteratively.

C. Spatially-Constrained Fisher Representation Model

1) Network Architecture: Using the complete multi-modal
data (after imputation via HGAN), we further develop a
spatially-constrained Fisher representation (SCFR) network
to extract statistical descriptors of neuroimages for end-to-
end classification, without need to use any expert knowledge
on disease-associated brain regions. As illustrated in Fig. 4,
the SCFR model is a deep network to simultaneously extract
statistical descriptors from MRI and PET scans and construct
the classifier. There are three major components in this net-
work, including (1) two backbone subnetworks to capture
the local textural information of input images (with each
backbone corresponding to a specific modality), (2) a spatially
constrained Fisher layer with several location-specific Fisher
units to capture the globally spatial structure information of
input images, and (3) a fully-connected layer for classification.

Each backbone subnetwork consists of 5 convolutional lay-
ers, with the rectified linear unit (ReLU) used as the activation
function. The stride of each convolutional layer is set to 1.

Each of the first four convolutional layers is followed by a
max pooling layer to downsample the output with the stride
of 2. These 5 convolutional layers share the same kernel size
(i.e., 3×3×3), while the numbers of channels are 16, 32, 64,
64, and 64, respectively. For an input MRI/PET scan with the
size of 144 × 176 × 144, we can generate an output feature
map (size: 9×11×9) with 64 channels through the backbone
subnetwork. With the learned feature map (corresponding to
a specific modality) as the input, our proposed spatially-
constrained Fisher layer contains L = 4 × 5 × 4 = 80
location-specific Fisher units (size: 3 × 3 × 3; stride: 2; no
padding). Here, each Fisher unit is used to learn the location-
specific statistical information of the feature map learned
by the backbone subnetwork (see the top-right of Fig. 4).
Also, µ and σ are the to-be-learned network parameters in
each location-specific Fisher unit. More information for the
proposed Fisher unit can be found in Section III-C.2. The
output of each Fisher unit is a 128-dimensional feature vector,
and we concatenate these features learned from all 80 Fisher
units to represent the input image. Given a pair of MRI and
PET scans, we can finally obtain a 20, 480-dimensional feature
vector for each subject. We further feed this feature vector to
a fully-connected layer with soft-max activation for disease
classification.

2) Spatially-Constrained Fisher Representation: As shown
in Fig. 4, using the backbone subnetwork, we can generate
a 64-channel feature map (size: 9 × 11 × 9) for each input
MRI/PET scan. We now investigate how to efficiently extract
statistical features from this feature map for representing the
input image. In the literature, the Fisher vector (FV) [50]–
[53] is a statistical model to build a local-to-global image
representation and has been successfully used in visual clas-
sification. Therefore, we resort to the FV-based methods to
learn statistical representations of multi-modal neuroimages
for disease classification.

Given a feature map containing K (K = 9 × 11 × 9) ele-
ments, we can represent it as A =

{
ak ∈ RD; k = 1, . . . ,K

}
,

where each element ak denotes a local descriptor corre-
sponding to a specific location in the feature map. Con-
ventional FV-based methods [50]–[52] usually assume that
the prior probability of all descriptors follows uθ, i.e., a
Gaussian mixture model (GMM), where the parameter θ =
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{ωl, µl, σl; l = 1, . . . , L} estimated by maximum likelihood
estimation (MLE) and L is the number of Gaussian compo-
nents. Specifically, the FV of A is defined as

Bθ = GθBθ = (B1,µ
T, . . . ,BL,µ

T,B1,σ
T, . . . ,BL,σ

T)T, (8)

where Bl,µ = 1
K
√
ωl

ΣKk=1τl(ak)[
ak−µl
σl

],

Bl,σ = 1
K
√

2ωl
ΣKk=1τl(ak)[

(ak−µl)2

σ2
l

− 1],
(9)

and τl(ak) = ωlµl(ak)

ΣLj=1[ωjuj(ak)]
is the posterior probability of ak

assigned to the l-th Gaussian component ul, and ωl indicates
the importance of the l-th component. Bθ is the Fisher score,
described by the gradient of the log-likelihood as

Bθ = ∇θP (A|θ) =
1

K
ΣKk=1∇θ log uθ(ak). (10)

Besides, the term Gθ in 8 is a Cholesky decomposi-
tion of the Fisher information matrix, defined as GT

θ Gθ =
Ea∼uθ [∇θ log uθ(a)∇θ log uθ(a)T]. From Eqs. (8) and (9), we
can see that FV is the concatenation of normalized gradient
components with respect to each mean µl and standard de-
viation σl. Hence, FV is a statistical representation, where
each component could be associated with elements from
different locations in the input feature map. That is, there is
no correspondence between each FV component and spatial
location in the input image in the conventional FV method.

Different from natural images, neuroimages have strong
spatial consistency of structures across subjects, due to the
globally-similar and locally-different characteristic of human
brains. Upon this, previous studies usually segment the brain
into several ROIs for neuroimage analysis, where each specific
ROI statistically has similar location, shape, and volume
in different brains [54]. Intuitively, such spatial structure
consistency among different brains can be utilized as the
prior knowledge to help learn discriminative representations
of neuroimages for brain disease diagnosis. Accordingly, we
develop a spatially-constrained Fisher representation method,
by explicitly incorporating a spatial constraint (i.e., each
Gaussian component is corresponding to a fixed location in
the brain) into the FV method.

For a feature map A =
{

ak ∈ RD; k = 1, . . . ,K
}

with K
elements, we use each element ak to represent a location-
specific descriptor for A. Assume local features of all subjects
at the l-th location follow a Gaussian distribution µl =
N(µl, σl), where µl and σl are the to-be-learned network
parameters (see Fig. 4). Then, the l-th location could be
represented by a spatially-constrained FV component asBl,µ = 1

Kl
Σ
Kl
k=1τl(ak)[

ak−µl
σl

],

Bl,σ = 1√
2Kl

Σ
Kl
k=1τl(ak)[

(ak−µl)2

σ2
l

− 1],
(11)

where

τl(ak) =

{
1, ak ∈ ηl;
0, otherwise,

(12)

and ηl is an element set containing all neighboring elements
of the l-th location in the feature map A, and Kl = |ηl|
is the number of elements in ηl. For example, as shown in
Fig. 4, there are Kl = 27 elements in ηl, since the size of
our proposed Fisher unit is 3 × 3 × 3. Note that the term

τl(ak) is a spatial constraint used to define the spatial structure
consistency among different subjects (e.g., the k-th locations in
different brains simultaneously contribute to the computation
of the l-th FV component). Note that (11) can be considered as
a special case of (9) with ωl = 1/L, where all L components
have equal importance. Thus, we do not explicitly include ωl
in (11).

Given L components, we can finally represent the input
feature map A via our proposed spatially-constrained Fisher
representation (SCFR) method, by concatenating all these
location-specific FV components as follows:

B = (BT
1 , . . . ,B

T
L)T. (13)

From (13), one can see that SCFR is an aggregation trans-
formation from local features to global image-level repre-
sentation. Based on this representation, for any two subjects
represented by B(i) and B(j), their similarity K(B(i),B(j))
is a Mercer’s kernel [55] as

K(B(i),B(j)) = B(i)TB(j) = ΣLl=1[Bl(i)
TBl(j)], (14)

which is the sum of component-wise similarities and each
component corresponds to a specific location in the brain. The
proposed SCFR itself is a non-linear transformation that maps
an image to a high-dimensional representation, which can
followed by a linear or non-linear kernel for classification. For
simplicity, we further feed the learned SCFR representation
for each subject to a fully-connected layer with a soft-max
activation for classification, as shown in Fig. 4.

Our proposed SCFR method in (13) is defined on single-
modal (such as MRI). Given a pair of MRI and PET scans
from the same subject as the input, we further extend SCFR
to a multi-modal variant as

B = (BT
1 , . . . ,B

T
L,B

T
L+1, . . . ,B

T
2L)T, (15)

where the first L components are from the first modality (e.g.,
MRI) and the remaining L components are from the second
modality (e.g., PET).

As reported in previous studies [13], [43], [44], [56], the
AD-associated brain regions mainly locate in the hippocam-
pus, amygdala, etc. It means that different brain regions could
have different contributions to disease classification tasks.
Hence, we can further improve the SCFR method by explicitly
considering different contributions of different regions as
follows

B = (w1BT
1 , . . . , wLBT

L)T, (16)

where wl (l = 1, . . . , L) is the to-be-learned weight for
the l-th component, with each component corresponding to
a specific brain region. Besides, one can perform network
pruning by empirically setting wl = 0. In this way, the l-
th brain region will not contribute to the final classification.
In our experiments, we initialize wl = 1 and its optimal value
will be automatically tuned during the training of SCFR.

Given the feature map (size: 9 × 11 × 9) learned by the
backbone, each Fisher layer contains 80 Fisher units, with
each unit corresponding to a specific location in the brain.
Accordingly, we can further prune our SCFR network to
discard those uninformative or less informative regions. After
training the initial SCFR model, we can represent each of 80
location proposals by a 128-dimensional feature from each
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Fisher unit, and further infer the discriminative capabilities of
these location proposals (with each location corresponding to
a specific Fisher unit), based on their resulting classification
scores on the training set. We then refine the initial SCFR
model by removing those uninformative Fisher units, and only
select the top 10 informative Fisher units. Such a network
pruning strategy is expected to boost the classification perfor-
mance by excluding those uninformative brain regions.

3) Network Extension: As illustrated in Fig. 4, our SCFR
is an end-to-end classification framework using multi-modal
data (such as MRI and PET), with 3D backbone subnetworks
being employed to extract features from input 3D volumes.
Besides using 3D backbone subnetworks, we can also extend
this framework by using 2D backbone subnetworks, with 2D
slices extracted from 3D neuroimages as the input data. Details
of two backbone variants of our proposed SCFR model are
shown in Fig. S1 in the Supplementary Materials. We denote
SCFR with a 2D backbone as SCFR-2D, while SCFR with a
pre-trained VGG-M backbone as SCFR-VGG.

IV. EXPERIMENTS

A. Materials and Image Pre-processing
We evaluate the proposed methods on three public

databases, including (1) the Alzheimer’s Disease Neuroimag-
ing Initiative database (ADNI-1) [12], (2) the ADNI-2
database, and (3) the Australian Imaging, Biomarkers and
Lifestyle (AIBL) database [57]. These three databases contain
baseline brain images from (1) AD patients, (2) cognitively
normal (CN) subjects and (3) MCI individuals. These MCI
subjects can be further divided into progressive MCI (pMCI)
that would progress to AD within 18 months after the baseline
time, and static MCI (sMCI) that would not progress to AD
within 18 months after baseline. There are a total of 2, 355
subjects used in this work, which is more than most of the
existing studies for neuroimaging-based Alzheimer’s disease
diagnosis [13], [24], [25], [47]. The demographic and clinical
information of these studied subjects is reported in Table SI
of the Supplementary Materials. All MRI and PET scans are
pre-processed vis a standard pipeline, with details given in the
Supplementary Materials.

B. Evaluation of Image Imputation Model
1) Experimental Setup: We now evaluate the quality of

synthetic images generated by our proposed HGAN method.
In this group of experiments, we compare HGAN with five
generative models, including (1) the baseline GAN (GAN)
method with only the adversarial loss, (2) the cycle-consistent
GAN (CGAN) method with both the the adversarial loss and
the cycle-consistent loss, (3) the variant of our HGAN model
(called VGAN) containing both the adversarial loss and our
proposed voxel-wise-consistent loss. (4) the 3D UNet that
has same architecture with [58] but the voxel-wise-consistent
loss (see (6)) to deal with problems with continuous output
values in the implementation, and (5) the Pixel-2-Pixel GAN
(P2PGAN) that uses the original architecture [34] but use the
3D convolutional/deconvolutional layers. Note that the first
three competing methods (i.e., GAN, CGAN, and VGAN)

have the same network architecture but different loss functions
with HGAN, while UNet and P2PGAN have different network
architecture and different loss functions. We use the Adam
solver [59] for network optimization (batch size: 1; learning
rate: 2 × 10−3; epoch: 100) for these methods (i.e., GAN,
CGAN, VGAN, and HGAN). For all comparison methods,
rather than using small image patches as input, we use the
entire image (size: 144× 176× 144) as the input to avoid the
fringe effect cause by padding.

In this group of experiments, we use all subjects with
complete MRI and PET data in ADNI-1 to train these net-
works, and then apply the resulting image imputation models
to subjects in ADNI-2 to synthesize MR and PET images.
Note that all subjects in ADNI-1 have complete real/ground-
truth MRI scans, while only half of them have PET scans.
More details can be found in Table SI in the Supplementary
Materials. Three evaluation metrics are used to measure the
quality of synthetic images generated by different GAN mod-
els, including (1) the mean absolute error (MAE) [60], (2)
the peak signal-to-noise ratio (PSNR), and (3) the structural
similarity index measure (SSIM) [61].

2) Results of Neuroimage Synthesis: The averaged results
in terms of PSNR, MAE and SSIM on all complete subjects
(i.e., having both real/ground-truth MRI and PET scans) in
ADNI-2 are reported in Table I. From Table I, one can have
the following observations. On one hand, the results yielded by
VGAN on both synthetic MRI and PET data are consistently
better than those achieved by GAN and CGAN. As two
improved variants of GAN, the VGAN method outperforms
CGAN regarding three evaluation metrics. The possible reason
is that the cycle-consistent loss cannot guarantee the spatial
consistency between a synthetic image and its corresponding
real image, thus leading to relatively poor image quality. In
contrast, the voxel-wise-consistent loss is used to directly
encourage the spatial consistency between a synthetic image
and its corresponding real image. These results demonstrate
that our proposed voxel-wise-consistent loss is useful in im-
proving the quality of synthetic images. On the other hand,
our proposed HGAN method (with the voxel-wise-consistent,
cycle-consistent, and adversarial losses) usually outperforms
three competing methods. For example, for synthetic PET
images, the PSNR achieved by HGAN is 30.24, which is
higher than those of the other methods (27.13 for GAN,
27.16 for CGAN, and 28.98 for VGAN). These results suggest
that the synthetic scans achieved by our HGAN model have
acceptable image quality regarding all four evaluation metrics.

Furthermore, we fed the synthetic PET images to the
single-modal SCFR model (using PET data only) for the
classification of AD vs. CN, and then measured the classi-
fication performance by the area under the receiver operating
characteristic (AUC), which is 94.63% for real PET images.
We achieved an AUC value of 90.76% when the PET images
are synthesized by our HGAN and achieved AUC values of
88.38%, 87.86%, 65.81%, 72.64%, and 88.06% when the PET
images are synthesized by U-Net, P2PGAN, GAN, CGAN,
and VGAN, respectively. These results show that the use of
different neuroimage synthesis models affects the performance
of disease diagnosis and, compared to five competing models,
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TABLE I
IMAGE SYNTHESIS RESULTS (MEAN ± STANDARD DEVIATION) ACHIEVED BY SIX DIFFERENT IMAGE SYNTHESIS METHODS FOR BOTH MRI AND PET

SCANS OF SUBJECTS IN ADNI-2, WITH MODELS TRAINED ON ADNI-1.

Method
Synthetic MRI Synthetic PET

PSNR SSIM (%) MAE (%) PSNR SSIM (%) MAE (%)
UNet 26.03 ± 0.79 67.89 ± 3.02 10.67 ± 1.07 29.74 ± 1.49 68.41 ± 5.55 8.01 ± 1.56

P2PGAN 24.51 ± 0.70 62.81 ± 3.56 13.04 ± 1.18 29.46 ± 1.33 67.12 ± 5.06 8.35 ± 1.42

GAN 23.54 ± 1.02 54.35 ± 4.32 17.02 ± 2.67 27.13 ± 1.50 55.27 ± 4.62 11.62 ± 2.83

CGAN 23.19 ± 0.95 55.62 ± 3.71 15.34 ± 2.46 27.16 ± 1.72 58.15 ± 5.25 10.70 ± 3.18

VGAN 24.96 ± 1.06 64.35 ± 4.73 12.24 ± 1.98 28.98 ± 2.19 65.14 ± 7.43 8.78 ± 3.52

HGAN(Ours) 26.07 ± 1.02 66.83 ± 4.51 10.70 ± 2.13 30.24 ± 2.06 69.45 ± 7.17 7.57 ± 3.46

(f) HGAN(e) CGAN(d) VGAN (g) Ground Truth(c) GAN(b) P2PGAN(a) UNet
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Fig. 5. Illustration of synthetic PET and MRI scans generated by six methods for two typical subjects in ADNI-2 as well as their corresponding
ground-truth images. Each row denotes a specific subject. The first six columns show the synthetic images generated by six different methods, while
the last column indicates the ground truth. For the enlarged synthetic PET images, the pink and green regions mean higher and lower intensities
than the ground truth.

our HGAN can generate more reasonable PET scans for more
accurate AD diagnosis.

Besides, we visually show the synthetic MRI and PET scans
generated by four methods and their ground-truth images for
two typical subjects from ADNI-2 in Fig. 5. Note that those
two subjects shown Fig. 5 have both real MRI and PET scans,
while not all subjects in three datasets (i.e., ADNI-1, ADNI-
2, and AIBL) have real PET images. This figure suggests
that PET and MR images synthesized by our HGAN look
very similar to their corresponding real images, and images
generated by GAN and CGAN look worse than those yielded
by HGAN and VGAN. These results demonstrate that our
HGAN method is reasonable to synthesize missing PET scans,
by generating images with acceptable quality. More visual
results on ADNI-2 and AIBL can be found in Fig. S2 and
Fig. S3 of the Supplementary Materials, respectively.

C. Evaluation of Disease Diagnosis Model

1) Experimental Setup: After imputing the missing PET im-
ages using our HGAN model, we evaluate the proposed SCFR
method on both tasks of AD classification (AD vs. CN) and
MCI conversion prediction (pMCI vs. sMCI) using subjects
with complete MRI and PET (both real and synthetic) scans.
Six metrics are used for performance evaluation, including
accuracy (ACC), sensitivity (SEN), specificity (SPE), F1-Score
(F1S), the area under the receiver operating characteristic
(AUC) and Matthews correlation coefficient (MCC) [62]. We
use ADNI-1 as the training set, while ADNI-2 and AIBL are
treated as two independent test sets in the experiments.

We compare SCFR with 4 conventional approaches, in-
cluding (1) gray matter (GM) volume within 116 regions-
of-interest (denoted as ROI) [13], [63], (2) patch-based mor-
phometry (denoted as PBM) [41], (3) landmark-based local
energy patterns (LLEP) [7], (4) landmark-based deep single-
instance learning (LDSIL) [23], [25], and (5) landmark-
based deep multi-instance learning (LDMIL) [23]. We further
compare SCFR with its two variants with different backbones,
including the SCFR-2D method with a 2D backbone (see
Fig. S1 (a)) and the SCFR-VGG method with VGG-M [64] as
the backbone (see Fig. S1 (b)). The details of these seven com-
peting methods can be found in the Supplementary Materials.
Note that four methods (i.e., LDSIL, LDMIL, SCFR-2D, and
SCFR) perform classification in an end-to-end manner, with
feature learning and classifier construction integrated into a
unified framework. The remaining four methods (i.e., ROI,
PBM, LLEP, and SCFR-VGG) rely on the linear support
vector machine (SVM) for classification. To validate the
usefulness of synthetic PET images generated by our HGAN
model, we use both single-modal (i.e., MRI) data and multi-
modal (i.e., MRI and PET) data for disease classification in
each method. To avoid overfitting, we early stop the network
training of SCFR and its variants by using the epoch of 100.

2) Classification Results: Using models trained on ADNI-1,
classification results achieved by eight different methods using
single-modal and multi-modal data on ADNI-2 are reported
in Table II, while those on AIBL are shown in Table SII in
the Supplementary Materials. From Table II, we can have the
following observations. First, methods using multi-modal data
(i.e., MRI and PET) usually outperform their counterparts with
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TABLE II
PERFORMANCE (%) OF EIGHT DIFFERENT METHODS USING SINGLE-MODAL DATA (I.E., MRI) AND MULTI-MODAL DATA (I.E., MRI+PET) ON ADNI-2

IN BOTH TASKS OF AD CLASSIFICATION (AD VS. CN CLASSIFICATION) AND MCI CONVERSION PREDICTION (PMCI VS. SMCI CLASSIFICATION).

Modality Method AD vs. CN classification pMCI vs. sMCI classification
ACC AUC SEN SPE F1S MCC ACC AUC SEN SPE F1S MCC

MRI

ROI 79.41 86.22 83.64 76.08 78.19 59.30 68.25 68.62 60.47 69.30 31.33 20.37
PBM 82.22 88.11 77.36 86.07 79.35 63.83 71.59 72.64 65.12 72.47 35.44 26.15
LLEP 84.76 90.47 80.61 88.04 82.35 69.00 72.98 72.39 65.12 74.05 36.60 27.59
LDSIL 89.30 94.80 86.06 91.87 87.65 78.27 72.42 80.21 74.42 72.15 39.26 32.06
LDMIL 90.37 95.77 88.48 91.87 89.02 80.46 74.09 80.98 74.42 74.05 40.76 33.81
SCFR-VGG 88.50 94.97 87.27 89.47 87.01 76.70 74.37 80.50 72.09 74.68 40.26 32.86
SCFR-2D 88.50 95.22 90.30 87.08 87.39 76.98 76.32 82.79 74.42 76.58 42.95 36.30
SCFR (Ours) 91.44 96.26 89.70 92.82 90.24 82.63 76.32 81.50 79.07 75.95 44.44 38.75

MRI+PET

ROI 82.89 90.96 78.18 86.60 80.12 65.18 70.75 71.50 62.79 71.84 33.96 24.04
PBM 82.22 88.11 77.36 86.07 79.35 63.83 74.09 73.82 67.44 75.00 38.41 30.05
LLEP 87.43 91.89 84.24 89.95 85.54 74.46 71.03 75.00 74.42 70.57 38.10 30.66
LDSIL 90.91 96.14 87.88 93.30 89.51 81.54 73.54 80.94 74.42 73.42 40.25 33.21
LDMIL 91.18 96.08 89.70 92.34 89.97 82.10 75.77 81.45 72.09 76.27 41.61 34.42
SCFR-VGG 91.44 95.50 88.48 93.78 90.12 82.62 75.49 81.97 72.09 75.95 41.33 34.10
SCFR-2D 92.78 96.17 89.70 95.22 91.64 85.36 77.77 83.32 76.74 77.85 45.20 39.18
SCFR (Ours) 93.58 96.95 91.52 95.22 92.64 86.97 77.44 82.51 79.07 77.22 45.64 40.06
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Fig. 6. Influence of the number of Fisher units on SCFR in (a) AD vs.
CN classification, and (b) pMCI vs. sMCI classification.

single-modal data (i.e., MRI). For instance, our SCFR method
using MRI and PET data achieves an ACC value of 93.58% in
AD vs. CN classification, which is higher than SCFR with only
MRI data (i.e., 91.44%). These results further suggest the com-
plementary information provided by MRI and PET is essential
to improve the disease classification performance, and also
validate the usefulness of our synthetic PET scans via HGAN.
Second, deep learning methods (i.e., LDSIL, LDMIL, SCFR-
VGG, SCFR-2D, and SCFR) usually outperform the conven-
tional methods with handcrafted features (i.e., ROI, PBM,
and LLEP). The possible reason is that the features learned
from deep networks are task-oriented, while those handcrafted
features are defined independently from classifier construction.
Third, among four deep learning methods, our SCFR-2D and
SCFR methods (with spatially-constrained Fisher represen-
tation) usually outperform LDSIL and LDMIL, suggesting
the rationality of our proposed statistical information based
image representation strategy. Besides, the competing methods
(i.e., LLEP, LDSIL, and LDMIL) using pre-defined anatomical
landmarks generally perform worse than our SCFR method
that automatically discover disease-associated brain regions.
This may be due in part to the fact that the landmark definition
in these competing methods is independent of the classification
model construction, so features learned from patches (located
by landmarks) are not well coordinated with subsequent SVM
classifiers. Finally, SCFR with 3D backbone achieves overall
better performance than SCFR-VGG (with the pre-trained
VGG-M backbone) and SCFR-2D (with the 2D backbone).
This could due to the fact that the 3D backbone used in
SCFR can take advantage of the structure information of
brain images, thus yielding more discriminative features and
improved classification performance.

D. Influence of Network Pruning in SCFR

In Section IV-C, we employ the pruned SCFR network
for classification to reduce the computational complexity, by
keeping only 10 Fisher units. We now investigate the influence
of the network pruning strategy in SCFR, by varying the
number of to-be-kept Fisher units from 5 to 80. We report the
classification results achieved by SCFR with different amounts
of Fisher units in both AD diagnosis and MCI conversion
prediction tasks in Fig. 6. It can be seen from Fig. 6 that
our SCFR method achieves good results when the number
of Fisher units is within [10, 20], and the performance is not
largely improved using more than 20 Fisher units. This implies
that those less informative brain regions could negatively affect
the diagnostic performance, further validating the rationality
of our proposed network pruning strategy in SCFR to discard
uninformative regions. In the Supplementary Materials, we
further evaluate the predictive capability of SCFR in MCI
conversion prediction within 18 and 36 months after baseline,
illustrate the importance maps for disease diagnosis, and inves-
tigate the influence of different losses and different numbers
of RNBs in HGAN, and study the reliability of synthetic PET
scans.

E. Limitations and Future Work

There are several technical issues to be considered in the
future. First, the training of our proposed HGAN model for im-
age imputation is independent of the subsequent classification
task, which limits the discriminative capacity of the generated
images for disease identification. It is desired to integrate the
process of missing image synthesis and classification model
training into a unified framework. Second, we employ Fisher
units with a fixed size (i.e., 3× 3× 3) in the proposed SCFR
model, and hence the learned statistical features are limited to
describe brain regions with a fixed size (i.e., 32× 32× 32). It
is reasonable to use Fisher units with flexible sizes in SCFR
to capture multi-scale structural information of neuroimages,
which will be our future work. Besides, we directly apply
models trained on ADNI-1 to ADNI-2 and AIBL, without
considering that these databases may have different data
distributions. Data harmonization/adaptation techniques [65],
[66] will be used to alleviate the negative influence of different
data distributions in the future.

Authorized licensed use limited to: University of North Carolina at Chapel Hill. Downloaded on April 15,2020 at 23:49:21 UTC from IEEE Xplore.  Restrictions apply. 



0278-0062 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMI.2020.2983085, IEEE
Transactions on Medical Imaging

10 IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. XX, NO. XX, XXXX 2020

V. CONCLUSION

In this paper, we have proposed a spatially-constrained
Fisher representation framework for brain disease diagnosis,
using incomplete multi-modal neuroimaging data (i.e., MRI
and PET). Specifically, in the first stage, we develop a hybrid
generative adversarial network (HGAN) with a hybrid loss
function to impute those missing PET images based on their
corresponding MRI scans. In the second stage, with the
complete (after imputation) MRI and PET for each subject, we
develop a spatially-constrained Fisher representation (SCFR)
network to extract statistical descriptors of multi-modal neu-
roimaging data for brain disease diagnosis. Experimental re-
sults on three datasets have demonstrated the efficacy of our
method in neuroimage synthesis and brain disease diagnosis.
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